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About this PDF

This PDF describes how to identify performance constraints, and make adjustments to the operational
CICS system and its application programs. Other PDFs, listed below, describe how to address problems
with certain areas of CICS and you might need to refer to those as well as this PDF. (In IBM
Documentation, all this information is under one section called "Improving performance".) You might also
need two companion reference PDFs: Monitoring Data Reference and Statistics Reference. Before CICS TS
V5.4, these two reference PDFs were included in the Performance Guide .

Performance information for areas of CICS is in the following PDFs:

« ONC/RPC interface is in the External Interfaces Guide .
« Java" and Liberty are in Java Applications in CICS.

Front End Programming Interface is in the Front End Programming Interface User's Guide.
DBCTL is in the IMS DB Control Guide.

Shared data tables are in the Shared Data Tables Guide.

Intersystem performance is in Intercommunication Guide.

For details of the terms and notation used in this book, see Conventions and terminology used in the CICS
documentation in IBM Documentation.

Date of this PDF
This PDF was created on 2023-11-05 (Year-Month-Date).
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Chapter 1. Measuring, tuning, and monitoring: the
basics

Good performance is the achievement of maximizing the use of your system resources, which helps
towards reaching service level agreements efficiently.

About this task
You must consider the performance of a CICS system at the following times:

« When you plan to install a new system
« When you review an existing system
« When you plan major changes to a system

The following procedure shows the principal steps to tune a system.

Procedure

1. Agree what good performance is.

2. Set up performance objectives and decide how you measure them.

3. Measure the performance of the production system.

4. Adjust the system as necessary.

5. Continue to monitor the performance of the system and anticipate future constraints.

CICS functions for monitoring and gathering performance data

You can use CICS statistics, monitoring, and trace facilities to gather and monitor performance data to
help you tune your CICS system optimally.

CICS statistics

CICS statistics are the simplest and the most important tool to monitor a CICS system permanently. They
collect information about the CICS system as a whole, without regard to tasks.

For more information, see Introduction to CICS statistics.

CICS monitoring

CICS monitoring collects data about the performance of all user and CICS transactions during online
processing for later offline analysis.

For more information, see Introduction to CICS monitoring.

CICS trace

For the more complex problems that involve system interactions, you can use the CICS trace to record the
progress of CICS transactions through the CICS management modules.

CICS trace provides a history of events leading up to a specific situation.

The CICS trace facilities can also be useful for analyzing performance problems such as excessive waiting
on events in the system, or constraints resulting from inefficient system setup or application program
design.

For more information, see CICS trace.

© Copyright IBM Corp. 1974, 2023 1
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CICS tools for monitoring and gathering performance data

You can use CICS tools to gather and monitor performance data to help you tune your CICS systems.

CICS Performance Analyzer for z/0S (CICS PA)

CICS Performance Analyzer is a performance reporting and analysis tool that provides information on

the performance of your CICS systems and applications, and helps you tune, manage, and plan your

CICS systems effectively. CICS PA provides historical performance and statistical information about CICS
systems and applications using data collected from CICS and any connected sub-systems including Db2°,
IMS, and MQ.

CICS PA can be used to produce comprehensive performance reporting and analysis help to evaluate
CICS system efficiency, eliminate system bottlenecks and proactively tune system performance including
threadsafe analysis. It provides over 250 pre-defined, customizable reports, along with the facilities to
create your own reports and extracts.

The CICS PA plug-in for CICS Explorer® integrates performance data into CICS Explorer and allows you to,
for example, right-click CICS resource in the CICS Explorer and display historical performance information
about it.

For more information about CICS PA, see CICS Performance Analyzer for z/OS.

CICS Interdependency Analyzer for z/0S (CICS IA)

CICS Interdependency Analyzer is a productivity tool used to discover and analyze CICS resources and
identify relationships between them.

CICS IA dynamically discovers runtime relationships among key resources within your CICS system. It
does this by monitoring applications for API and SPI commands along with optional Db2, IMS, MQ and
COBOL calls to give you a complete picture of your application and the interactions and resources that are
referenced along with their inter-relationship. CICS IA can help you analyze applications for Threadsafe
considerations to improve the overall execution efficiency.

CICS IA stores its data in a Db2 database and this can be accessed offline for querying and reporting by
the CICS IA reporter component. CICS IA also provides a CICS Explorer plug-in, which allows you to, for
example, right-click a CICS resource in the CICS Explorer and display all the resources related to it.

The CICS IA Command Flow feature gives you the ability to capture and view all EXEC CICS, SQL, MQ, and
IMS calls in chronological order. This feature can be helpful in diagnosing the flow of your application as it
executes along with the ability to identify TCB mode switches to help with tuning and Threadsafe analysis.

For more information about CICS IA, see CICS Interdependency Analyzer for z/OS

Other tools for obtaining performance data

You can use a number of tools that are not provided by CICS to provide performance-related information
to help you optimally tune your CICS system.

The IBM Redbooks® publication ABCs of z/OS System Programming contains information about capacity
planning, performance management, RMF, and SMF.

Resource measurement facility (RMF)

The resource measurement facility (RMF) collects system-wide data that describes the processor activity
(WAIT time), I/0 activity (channel and device usage), main storage activity (demand and swap paging
statistics), and system resources manager (SRM) activity (workload).

RMF is a centralized measurement tool that monitors system activity to collect performance and capacity
planning data. The analysis of RMF reports provides the basis for tuning the system to user requirements.
They can also be used to track resource usage.

RMF measures the following activities:
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» Processor usage
 Address space usage
« Channel activity:
— Request rate and service time per physical channel
— Logical-to-physical channel relationships
— Logical channel queue depths and reasons for queuing.
« Device activity and contention for the following devices:
— Unit record
— Graphics
— Direct-access storage
— Communication equipment
— Magnetic tapes
— Character readers.
- Detailed system paging
« Detailed system workload
« Page and swap data set
- Enqueue
» CF activity
« XCF activity.
RMF allows the z/OS user to:
« Evaluate system responsiveness:

— Identify bottlenecks. The detailed paging report associated with the page and swap data set activity
can give a good picture of the behavior of a virtual storage environment.

Check the effects of tuning;:

— Results can be observed dynamically on a screen or by postprocessing facilities.
 Perform capacity planning evaluation:

— The workload activity reports include the interval service broken down by key elements such as
processor, input/output, and main storage service.

— Analysis of the resource monitor output (for example, system contention indicators, swap-out broken
down by category, average ready users per domain) helps in understanding user environments and
forecasting trends.

— The post-processing capabilities make the analysis of peak load periods and trend analysis easier.

Manage the larger workloads and increased resources that MVS can support.

Identify and measure the usage of online channel paths.

For more information about RMF, see the IBM Redbooks publication ABCs of z/0S System Programming
and z/0S Resource Measurement Facility (RMF) User's Guide.

Tivoli OMEGAMON XE for CICS on z/0S

Tivoli® OMEGAMON?® XE for CICS on z/OS helps you to proactively manage performance and availability of
complex CICS systems.

Tivoli OMEGAMON XE for CICS on z/OS (OMEGAMON XE for CICS on z/0S) is a remote monitoring agent
that runs on z/OS managed systems. It assists you in anticipating performance problems and warns you
when critical events take place in your CICS environments. You can set threshold levels and flags to alert
you when events within your CICS regions reach critical points.
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When running under the Tivoli Enterprise Portal, IBM Tivoli OMEGAMON XE for CICS on z/OS offers

a central point of management for CICS Transaction Server and provides a comprehensive means for
gathering the information you need to detect and prevent problems within your CICS regions. You view
data that Tivoli Enterprise Portal gathers in tables and charts that show you the status of your managed
CICS regions.

With this data you can perform a number of tasks:

« Collect and analyze reliable, up-to-the-second data that allows you to make faster, better informed,
operating decisions

« Manage all CICS regions from a single point to identify problems at any time
« Balance workloads across various regions
 Track performance against goals

With OMEGAMON XE for CICS on z/0S, systems administrators can set threshold levels and flags to alert
them when system conditions reach these thresholds. These are the advanced monitoring facilities:

« User-defined and predefined situations based on thresholds to raise different types of alerts
 At-a-glance status of all CICS regions

« The capability to monitor multiple CICS regions simultaneously from one or more centralized
workstations

Used in conjunction with other OMEGAMON XE monitoring products, the data, analyses, and alerts
presented by OMEGAMON XE for CICS on z/OS can help you develop an overall view of the health of your
entire computing enterprise from a single console.

For more information about OMEGAMON XE for CICS on z/0S, see IBM Tivoli OMEGAMON XE for CICS on
z/0S

IBM Z Decision Support

IBM Z° Decision Support (previously called Tivoli Decision Support for z/OS) is an IBM product that
collects and analyzes data from CICS and other IBM systems and products.

The reports generated by IBM Z Decision Support are useful for the following purposes:

« Getting an overview of the system

« Ensuring that service levels are maintained
 Ensuring availability

 Performance tuning

« Capacity planning

- Managing change and problems

- Accounting

A large number of ready-made reports are available. You can also generate your own reports to meet
specific needs.

In the reports, IBM Z Decision Support uses data from CICS monitoring and statistics. IBM Z Decision
Support also collects data from the MVS system and from products such as RMF, TSO, IMS and NetView.
This means that data from CICS and other systems can be shown together, or can be presented in
separate reports.

Reports can be presented as plots, bar charts, pie charts, tower charts, histograms, surface charts, and
other graphic formats. IBM Z Decision Support passes the data and formatting details to IBM Graphic
Data Display Manager (GDDM) which does the rest. IBM Z Decision Support can also produce line graphs
and histograms using character graphics where GDDM is not available, or the output device does not
support graphics. For some reports, where you need the exact figures, numeric reports such as tables and
matrices are more suitable.
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To use IBM Z Decision Support to report on CICS performance, you use the IBM Z Decision Support CICS
performance feature. For more information, see IBM Z Decision Support for Capacity Planning.

Performance monitoring and review

CICS performance can be monitored, measured, and analyzed by implementing a strategy that best suits
your needs.

You can use a number of monitoring techniques to set your performance objectives, and analyze CICS
performance.

Establishing monitoring activities and techniques

Establishing an ongoing strategy involving monitoring activities and monitoring techniques provides an
understanding of your CICS production system that helps to ensure optimum performance and avoid
unexpected problems.

Monitoring is used to describe regular checking of the performance of a CICS production system, against
objectives, by the collection and interpretation of data. Analysis describes the techniques used to
investigate the reasons for performance deterioration. Tuning can be used for any actions that result
from this analysis.

Monitoring is an ongoing activity for a number of reasons:

« It can establish transaction profiles (that is, workload and volumes) and statistical data for predicting
system capacities

- It can give early warning through comparative data to avoid performance problems

« It can measure and validate any tuning you might have done in response to an earlier performance
problem.

A performance history database (see “IBM Z Decision Support” on page 34 for an example) is a valuable
source from which to answer questions on system performance, and to plan further tuning.

Monitoring can be described in terms of strategies, procedures, and tasks.
Strategies include these elements:

« Continuous or periodic summaries of the workload. You can track all transactions or selected
representatives.

« Snapshots at normal or peak loads. Monitor peak loads for these reasons:
— Constraints and slow responses are more pronounced at peak volumes.
— The current peak load is a good indicator of the future average load.

Procedures, such as good documentation practices, provide a management link between monitoring
strategies and tasks.

Tasks (not to be confused with the task component of a CICS transaction) include:

« Running one or more of the tools; see “Performance measurement tools” on page 21
- Collating the output
« Examining it for trends

Allocate responsibility for these tasks between operations personnel, programming personnel, and
analysts. Identify the resources that are to be regarded as critical, and set up a procedure to highlight any
trends in the use of these resources.

Because the tools require resources, they can disturb the performance of a production system.

Give emphasis to peak periods of activity, for both the new application and the system as a whole. Run
the tools more frequently at first if required to confirm that the expected peaks correspond with the actual
ones.
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It is often not practical to keep all the detailed output. File summarized reports with the corresponding
CICS statistics, and hold output from the tools for an agreed period, with customary safeguards for its
protection.

Do not base conclusions on one or two snapshots of system performance, but rather on data collected
at different times over a prolonged period. Emphasise peak loading. Because different tools use different
measurement criteria, early measurements might give apparently discrepant results.

Plan your monitoring procedures ahead of time. In your procedures, explain the tools to be used, the
analysis techniques to be used, the operational extent of those activities, and how often they are to be
performed.

Developing monitoring activities and techniques

To collect and analyze data that is consistent with your strategy, you must have the correct tools and
processes in place. When you are developing a main plan for monitoring and performance analysis,
consider these points:

« Establish a main schedule of monitoring activity. Coordinate monitoring with operations procedures to
allow for feedback of online events and instructions for daily or periodic data gathering.

« Consider your business in relation to system performance, for example, what will be the growth of
transaction rates and changes in the use of applications and future trends. Consider the effects
of nonperformance system problems such as application abends, frequent problems, and excessive
attempts.

« Decide on the tools to be used for monitoring. The tools used for data gathering must provide for
dynamic monitoring, daily collection of statistics, and more detailed monitoring. See “Planning your
monitoring schedule” on page 7 for more information.

- Consider the kinds of analysis to be performed. Take into account any controls you have already
established for managing the installation. Document what data is to be extracted from the monitoring
output, identifying the source and usage of the data. Although the formatted reports provided by the
monitoring tools help to organize the volume of data, design worksheets to assist in data extraction and
reduction.

- Compose a list of the personnel who are to be included in any review of the findings. The results
and conclusions from analyzing monitor data should be shared with the user liaison group and system
performance specialists.

« Create a strategy for implementing changes to the CICS system design resulting from tuning
recommendations. Incorporate the recommendations into installation management procedures, and
include items such as standards for testing and the permitted frequency of changes to the production
environment.

Planning the performance review process

A plan of the performance review process includes a checklist of the tools and analysis that are required
to implement monitoring procedures. Establish a simple schedule for monitoring procedures. To create a
performance review process, perform the following tasks:

« List the CICS requests made by each type of task. This helps you decide which requests or which
resources (the high-frequency or high-cost ones) need to be looked at in statistics and CICS monitoring
facility reports.

 Create a checklist of review questions.

« Estimate resource usage and system loading for new applications. This is to enable you to set an initial
basis from which to start comparisons.
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Planning your monitoring schedule

A comprehensive monitoring plan includes the scheduling of various system activities at different time
intervals. This approach provides a broad collection of data to measure and analyze the performance your
CICS system. Plan for both dynamic monitoring and scheduled monitoring.

Dynamic monitoring

Dynamic monitoring is "on-the-spot" monitoring that you can carry out at all times. This type of
monitoring includes the following activities:

Observing the operation of the system continuously to discover any serious short-term deviation from
performance objectives. End-user feedback is essential for this activity. You can also use the Resource
Measurement Facility (RMF) to collect information about processor, channel, coupling facility, and I/O
device usage.

Obtaining status information. You can get status information about system processing during online
execution. This information might include the queue levels, active regions, active terminals, and the
number and type of conversational transactions. You can get this information with the aid of an
automated program started by the main terminal operator. At prearranged times in the production

cycle (such as before scheduling a message, at shutdown of part of the network, or at peak loading), the
program can capture the transaction processing status and measurements of system resource levels.

Using CICSPlex® SM monitoring data. CICSPlex SM can accumulate information produced by the CICS
monitoring facility to assist in dynamic monitoring activities. The data can then be immediately viewed
online, giving instant feedback on the performance of the transactions. CICS monitoring must be active
for CICSPlex SM to collect CICS monitoring information.

Daily monitoring

Measure and record key system parameters by monitoring data daily. The daily monitoring of data usually
consists of counts of events and gross level timings. In some cases, the timings are averaged for the
entire CICS system. To monitor data daily, perform a series of tasks. For example:

Record both the daily average and the peak period (usually one hour) average of items such as
messages, tasks, processor usage, I/0 events, and storage used. Compare these events against your
major performance objectives and look for adverse trends.

List the CICS-provided statistics at the end of every CICS run. Date-stamp and time-stamp the data
that is provided, and file it for later review. For example, in an installation that has settled down, you
might review daily data at the end of the week; generally, you can carry out reviews less frequently than
collection, for any one type of monitoring data. If you know there is a problem, you might increase the
frequency; for example, reviewing daily data as soon as it becomes available.

Be familiar with all the facilities in CICS for providing statistics at times other than at shutdown. The
main facilities are invocation from a terminal (with or without reset of the counters) and automatic
time-initiated requests.

File an informal note of any incidents reported during the run, including, for example, a shutdown of
CICS that causes a gap in the statistics, a complaint from your users of poor response times, a terminal
going out of service, or any other significant item. These notes are useful when reconciling disparities in
detailed performance figures that might be discovered later.

Print the system console log for the period when CICS was active, and file a copy of the console log in
case it becomes necessary to review the CICS system performance in the light of the concurrent batch
activity.

Run one of the performance analysis tools described in “Performance measurement tools” on page 21
for at least part of the day if there is any variation in load. File the summaries of the reports produced by
the tools you use.

Transcribe onto a graph any items identified as being consistently heavily used in the post-development
review phase.

Collect CICS statistics, monitoring data, and RMF data into the IBM Z Decision Support database.
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Weekly monitoring

Periodically collect detailed statistics on the operation of your system for comparison with your system-
oriented objectives and workload profiles. To monitor data weekly, perform these steps:

« Run the CICS monitoring facility with performance class active, and process it. You might not need to
run the facility every day, but it is important to do it regularly and to keep the sorted summary output
and the detailed reports. Whether you run the facility on the same day of the week depends on the
nature of the system load. For example, if one day of the week has a heavier system load than others,
monitor on this day. Bear in mind, however, that the use of the monitoring facility causes additional load,
particularly with performance class active.

- If the load is apparently the same each day, run the CICS monitoring facility daily for a period sufficient
to confirm the load. If there really is little difference from day to day in the CICS load, check the
concurrent batch loads in the same way from the logs. Checking the batch loads helps you identify any
obscure problems because of peak volumes or unusual transaction mixes on specific days of the week.
The first few weeks of output from the CICS statistics also provide useful information.You might not
need to review the detailed monitor report output every time, but always keep this output in case the
summary data is insufficient to answer questions raised by the statistics or by user comments. Label
the CICS monitoring facility output and keep it for an agreed period in case further investigations are
required.

« Run RMF, because this shows I/0O use, channel use, and other uses. File the summary reports and
archive the output information for some agreed period.
» Review the CICS statistics, and any incident reports.

 Review the graph of critical parameters. If any of the items is approaching a critical level, check the
performance analysis and RMF output for more detail.

 Tabulate or produce a graph of values as a summary for future reference.
» Produce weekly IBM Z Decision Support or CICS Performance Analyzer reports.

Monthly monitoring

Monitor and assess trends that are better reflected when tracked regularly over a longer period of time.
The following list includes some tasks for monitoring data on a monthly basis:

* Run RMF.

- Review the RMF and performance analysis listings. If there is any indication of excessive resource
usage, follow any previously agreed procedures (for example, notify your management), and do further
monitoring.

« Date-stamp and time-stamp the RMF output and keep it for use in case performance problems start
to arise. You can also use the output in making estimates, when detailed knowledge of component
usage might be important. The RMF output provides detailed data on the usage of resources within the
system, including processor usage, use of DASD, and paging rates.

« Produce monthly IBM Z Decision Support reports showing long-term trends.

Monitoring for the future

When performance is acceptable, establish procedures to monitor system performance measurements
and anticipate performance constraints before they become response-time problems. Exception-
reporting procedures are a key to an effective monitoring approach. In a complex production system there
is often too much performance data for it to be comprehensively reviewed every day. Key components

of performance degradation can be identified with experience, and those components are the ones to
monitor most closely. Identify trends of usage and other factors (such as batch schedules) to aid in this
process.
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Typical performance review questions

Use the following questions as a basis for your own checklist when carrying out a review of performance
data. Many of these questions can be answered by performance reporting packages such as CICS
Performance Analyzer or IBM Z Decision Support for z/0S.

Some of the questions are not strictly to do with performance. For instance, if the transaction statistics
show a high frequency of transaction abends with usage of the abnormal condition program, there might
be sign-on errors and, therefore, a lack of terminal operator training. This situation is not a performance
problem, but is an example of the additional information that can be provided by monitoring.

1. What are the characteristics of your transaction workload?

a. Has the frequency of use of each transaction identifier altered?
b. Does the mix vary from one time of the day to another?
c. Should statistics be requested more frequently during the day to verify this?

A different approach must be taken:

« In systems where all messages are channeled through the same initial task and program (for user
security routines, initial editing or formatting, statistical analysis, and so on)

« For conversational transactions, where a long series of message pairs is reflected by a single
transaction

« Intransactions where the amount of work done relies heavily on the input data.

In these cases, you must identify the function by program or data set usage, with appropriate
reference to the CICS program statistics, file statistics, or other statistics. In addition, you might
be able to put user tags into the monitoring data (for example, a user character field in the case of
the CICS monitoring facility), which can be used as a basis for analysis by products such as CICS
Performance Analyzer for z/OS, or IBM Z Decision Support.

2. What is the usage of the telecommunication lines?

a. Do the CICS terminal statistics indicate any increase in the number of messages on the terminals
on each of the lines?

b. Does the average message length on the CICS performance class monitor reports vary for any
transaction type? This can easily happen with an application where the number of lines or fields
output depends on the input data.

c. Is the number of terminal errors acceptable? If you are using a terminal error program or node error
program, are there any line problems?

3. What is the DASD usage?

a. Is the number of requests to file control increasing? Remember that CICS records the number
of logical requests made. The number of physical I/O operations depends on the configuration of
indexes, and on the data records per control interval and the buffer allocations.

b. Is intrapartition transient data usage increasing? Transient data involves a number of I/O
operations depending on the queue mix. Review the number of requests made to see how it
compares with previous runs.

c. Is auxiliary temporary storage usage increasing? Temporary storage uses control interval access,
but writes the control interval out only at sync point or when the buffer is full.

4. What is the virtual storage usage?
a. How large are the dynamic storage areas?
b. Is the number of GETMAIN requests consistent with the number and types of tasks?
c. Is the short-on-storage (SOS) condition being reached often?

d. Have any incidents been reported of tasks being purged after deadlock timeout interval (DTIMOUT)
expiry?

e. How much program loading activity is there?
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f. From the monitor report data, is the use of dynamic storage by task type as expected?
g. Is storage usage similar at each execution of CICS?

h. Are there any incident reports showing that the first invocation of a function takes a lot longer than
subsequent ones? This situation can occur if programs are loaded that then need to open data sets,
particularly in IMS, for example. Can a change in application design rectify the problem?

5. What is the processor usage?

a. Is the processor usage as measured by the monitor report consistent with previous observations?
b. Are batch jobs that are planned to run, able to run successfully?

c. Is there any increase in usage of functions running at a higher priority than CICS? Include MVS
readers and writers, MVS JES, and z/OS Communications Server if running above CICS, and overall
I/0, because of the lower-priority regions.

6. What is the coupling facility usage?

a. What is the average storage usage?
b. What is the link utilization?
7. Do any figures indicate design, coding, or operational errors?

a. Are any of the resources heavily used? If so, was this situation expected at design time? If not, can
the heavy usage be explained in terms of heavier usage of transactions?

b. Is the heavy usage associated with a particular application? If so, is there evidence of planned
growth or peak periods?

c. Are browse transactions issuing more than the expected number of requests? In other words, is the
count of browse requests issued by a transaction greater than what you expected users to cause?

d. Is the CICS CSAC transaction (provided by the DFHACP abnormal condition program) being used
frequently? If so, is this occurring because invalid transaction identifiers are being entered? For
example, errors are signaled if transaction identifiers are entered in lowercase on IBM 3270
terminals but automatic translation of input to uppercase has not been specified.

A high use of the DFHACP program without a corresponding count of CSAC could indicate that
transactions are being entered without correct operator signon. This situation might indicate that
some terminal operators need more training in using the system.

In addition, review regularly certain items in the CICS statistics, such as:
« Times the MAXTASK limit is reached (transaction manager statistics)

« Peak tasks (transaction class statistics)

« Times cushion is released (storage manager statistics)

« Storage violations (storage manager statistics)

« Maximum number of RPLs posted (z/OS Communications Server statistics)
« Short-on-storage count (storage manager statistics)

« Wait on string total (file control statistics)

« Use of DFHSHUNT log streams

« Times auxiliary storage is exhausted (temporary storage statistics)

« Buffer waits (temporary storage statistics)

« Times string wait occurred (temporary storage statistics)

« Times NOSPACE occurred (transient data global statistics)

« Intrapartition buffer waits (transient data global statistics)

« Intrapartition string waits (transient data global statistics)

« Times the MAXSOCKETS limit is reached (TCP/IP statistics)

« Pool thread waits (Db2 connection statistics)

10 CICS TS for z/OS: Performance Guide



Review the effects of and reasons for system outages and their duration. If there is a series of outages,
there might be a common cause.

CICS performance analysis techniques

A

number of techniques are available for analyzing CICS performance.

There are four main uses for performance analysis:

If

You currently have no performance problems, but you want to adjust the system to give better
performance.

You want to characterize and calibrate individual stand-alone transactions as part of the documentation
of those transactions, and for comparison with some future time when, perhaps, they start behaving
differently.

A system is departing from previously identified objectives, and you want to find out precisely where
and why. Although an online system might operate efficiently when it is installed, the characteristics of
the system usage can change and the system might not run so efficiently. This inefficiency can usually
be corrected by adjusting various controls. Some adjustments usually need to be made to any new
system when it goes live.

A system might or might not have performance objectives, but it appears to be suffering severe
performance problems.

the current performance does not meet your needs, consider tuning the system. To tune your system,

you must perform the following tasks:

1.
2.

Identify the major constraints in the system.

Understand what changes could reduce the constraints, possibly at the expense of other resources.
Tuning is usually a trade-off of one resource for another.

. Decide which resources could be used more heavily.
. Adjust the parameters to relieve the constrained resources.
. Review the performance of the resulting system in the light of these criteria:
« Your existing performance objectives
 Progress so far
« Tuning effort so far
. Stop at this point if performance is acceptable; otherwise do one of the following actions:
« Continue tuning
« Add suitable hardware capacity
« Reduce your system performance objectives.

The tuning tasks can be expressed in flowchart form as follows:
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Figure 1. Flowchart to show rules for tuning performance

What to investigate when analyzing performance

Always start by looking at the overall system before you decide that you have a specific CICS problem.
Check total processor usage, direct access storage device activity, and paging. Performance degradation
is often due to application growth that is not matched by corresponding increases in hardware resources.
If so, solve the hardware resource problem first. You might still need to follow on with a plan for multiple
regions.

Information from at least three levels is required:
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1. CICS: Examine the CICS interval or end-of-day statistics for exceptions, queues, and other symptoms
that suggest overloads on specific resources. A shorter reporting period can isolate a problem.
Consider software and hardware resources; for example, utilization of VSAM strings or database
threads, files, and TP lines. Check runtime messages that are sent to the console and to transient data
destinations, such as CSMT and CSTL, for persistent application problems and network errors.

Use tools such as the CICS Explorer and RMF to monitor the online system and identify activity that
correlates to periods of bad performance. Collect CICS monitoring facility history and analyze it, using
tools such as CICS Performance Analyzer or IBM Z Decision Support to identify performance and
resource usage exceptions and trends. For example, note processor-intensive transactions that give
little or no I/0O. These transactions can monopolize the processor, causing erratic response in other
transactions with more normally balanced activity profiles. These transactions might be candidates for
isolation in another CICS region.

2. MVS: Use SMF data to discover any relationships between periods of poor CICS performance and other
concurrent activity in the MVS system. Use RMF data to identify overloaded devices and paths. Monitor
CICS region paging rates to make sure that there is sufficient real storage to support the configuration.

3. Network: The proportion of response time that is spent in the system is small compared with
transmission delays and queuing in the network. Use tools such as Tivoli NetView for z/OS to identify
problems and overloads in the network. Without automatic tools, you depend on the subjective
opinions of a user that performance deteriorates.

In CICS, the performance problem is either a poor response time or an unexpected and unexplained high
use of resources. In general, you must look at the system in some detail to see why tasks are progressing
slowly through the system, or why a certain resource is being used heavily. The best way of looking at
detailed CICS behavior is by using CICS auxiliary trace. Be aware that turning on auxiliary trace, though
the best approach, can worsen existing poor performance while it is in use. The approach is to get a
picture of task activity first, listing only the task traces, and then to focus on particular activities: specific
tasks, or a specific time interval. For example, for a response time problem, you might want to look at

the detailed traces of one task that is observed to be slow. There are a number of possible reasons; for
example, the tasks might be trying to do too much work for the system. The system might be real-storage
constrained, or many of the CICS tasks are waiting because there is contention for a particular function.

Information sources to help analyze performance

Any performance measurement tool, including statistics and the CICS monitoring facility, can potentially
help in diagnosing problems. Consider each performance tool as usable in some degree for each purpose:
monitoring, single-transaction measurement, and problem determination. CICS statistics can reveal
heavy use of a particular resource. For example, you might find a large allocation of temporary storage in
main storage, a high number of storage control requests per task (perhaps 50 or 100), or high program
use counts that imply heavy use of program control LINK.

Both statistics and CICS monitoring might show exceptional VSAM shared resource conditions arising in
the CICS run. Statistics can show waits on strings, waits for VSAM shared resources, waits for storage

in GETMAIN requests, and other waits. The waits also generate CICS monitoring facility exception class
records.

While these conditions are also evident in CICS auxiliary trace, they might not be obvious, and the other
information sources are useful in directing the investigation of the trace data. In addition, you can gain
useful data from the investigation of CICS outages. If there is a series of outages, investigate common
links between the outages.

The QR TCB CPU Dispatch Ratio

A TCB CPU Dispatch Ratio is the accumulated CPU time as a fraction of accumulated dispatch time,
expressed as a percentage. In a CICS environment this ratio is only of value for the QR TCB and is
meaningless for other TCBs. The QR TCB CPU Dispatch Ratio is an indicator of how much processor
resource is assigned to the QR TCB by the operating system and hardware, when compared to the amount
of processor resource requested by the CICS dispatcher.
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For a given interval, a high ratio indicates that when CICS dispatched a task on the QR TCB, processor
resource was made available by the operating system and hardware almost without interruption until the
CICS task had completed. In this case, the CPU time is closely correlated with the overall elapsed time
(the CICS dispatch time).

A low ratio indicates that despite CICS requesting processor resource, a combination of the operating
system, hardware, or both resulted in frequent or long delays waiting for a physical processor. In this
case, the CPU time is significantly smaller than the overall elapsed time.

The QR TCB CPU dispatch ratio is reported in a number of ways:
 Using a system memory dump:

The CICS IPCS system memory dump formatter DS keyword gives the ratio in the Dispatcher
Statistics - CICS TCB Mode Statistics section.

 Using CICS statistics SMF records:

The CICS statistics utility program, DFHSTUP gives the ratio in the Dispatcher Statistics section.
 Using the sample statistics program, DFHOSTAT:

The sample program gives the ratio in the Dispatcher TCB Modes section.
 Using the CICS message DFHDS0102:

DFHDS0102 messages regularly report the QR TCB CPU Dispatch Ratio and can be used as an
indicator of a potential shortage of CPU resource. The default interval for DFHDS0102 messages
is five minutes, but the interval can be set by specifying the system initialization parameter
INITPARM=(DFHQRCPU="nn") where nnis a number of minutes in the range 01 - 59.

The QR TCB CPU Dispatch Ratio is calculated by using the CICS dispatcher statistics. CICS accumulates
the amount of CPU time that is used by the TCB every time the QR TCB is dispatched. When using

a system memory dump, CICS statistics SMF records, or the sample statistics program, the ratio is
calculated using the CPU and dispatch time accumulated since statistics were last reset. When using
DFHDS0102, the ratio is the average utilization of the QR TCB since the last time the message was issued.

As best practice, collect a series of measurements to determine the usual range of the QR TCB CPU
Dispatch Ratio for your typical production environment, and use these measurements to recognize
whether this ratio is showing a change from normal behavior.

Common reasons for a low ratio

Within a busy system it is normal for CICS work to queue for processor resource, therefore a dispatch
ratio of less than 100% is acceptable. A CICS region may suffer performance problems such as poor
transaction response times if this ratio falls to a low value. A low value for the QR TCB CPU Dispatch Ratio
is typically less than 70%. Any of the following conditions can cause a low ratio:

« The LPAR is busy. The CICS region is competing with other address spaces for CPU and the operating
system cannot allocate processor resource when requested.

« The LPAR fair share is reached or capped. The operating system has dispatched the CICS QR TCB onto a
logical processor, but the hardware cannot dispatch the logical processor onto a physical processor.

« CICS is subject to capped resources in the LPAR. The LPAR may not be fully utilized, but operating
system controls have restricted the amount of processor resource available to the CICS region.

« Application code issuing non-CICS API requests (for example, MVS macro requests) which result in the
QR TCB being blocked until the request completes.

« Excessive system paging is taking place.

The following conditions can also cause a low ratio; however, they are considered normal situations and
do not require further investigation:

« During CICS system initialization. A low ratio is observed immediately after control is given to CICS and
is considered to be normal, as CICS uses many MVS system services during initialization, all of which
are being processed by the QR TCB.
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« Theregion is a Terminal-Owning Region with the system initialization parameter HPO set to YES. In this
case, VTAM® is subtasking the arriving work onto SRBs and the only CPU that is being used is for routing
work elsewhere.

« When non-threadsafe applications in the region access VSAM RLS files, VSAM completes the file access
request on an SRB, and the CPU consumed is not accumulated by the QR TCB dispatcher statistics. See
the description of the RLSCPUT field in Performance data in group DFHFILE for details.

The QR TCB Dispatch / Interval ratio

The QR TCB Dispatch / Interval ratio is a way to describe and measure how busy a CICS region's QR TCB
is. This is important because a common cause of CICS transaction response time problems is a QR TCB
that is too busy. To understand the ratio, it helps to have a little background on the QR TCB and the CICS
dispatcher.

When no CICS transactions are ready to run on the QR TCB, the CICS dispatcher puts the QR TCB into

an MVS wait. That is wait time. When one or more transactions are ready to run on the QR TCB, the QR
TCB wakes up out of its MVS wait and the CICS dispatcher gives control of the QR TCB to the ready
transactions, one at a time. That is dispatch time. When a transaction returns control of the QR TCB to the
CICS dispatcher, and there is no transaction ready to run on the QR, the CICS dispatcher puts the QR TCB
back into an MVS wait. The QR TCB is now in wait time again.

In any given interval of time, the QR TCB will spend part of that interval in dispatch time, and part in wait
time. The ratio of dispatch time to the interval of time, called the QR TCB Dispatch / Interval ratio, is a
measure of how busy the QR TCB is. Assuming that in a 5-minute interval of time, the QR TCB has a total
of 3 minutes of dispatch time and 2 minutes of wait time, the QR TCB Dispatch / Interval Ratio for that
interval is 60%. The QR TCB is 60% saturated in that interval. This is calculated as 3 minutes of dispatch
time divided by the 5 minutes of interval time.

If the QR TCB is 100% saturated for an interval, that means that the QR TCB is very busy. Whenever

a CICS transaction gives control of the QR TCB back to the CICS dispatcher, there is always another
transaction ready to run. The CICS dispatcher never puts the QR TCB into a no-work MVS wait because
there is always another transaction waiting to be given control of the QR TCB by the CICS dispatcher.

If the QR TCB Dispatch / Interval ratio is close to 0% for an interval, that means that the QR TCB is not
busy at all. There is rarely a transaction ready to run on the QR for that interval. The QR TCB is in its
no-work MVS wait for most of the interval.

It is important to monitor the QR TCB Dispatch / Interval ratio. If the QR TCB becomes too busy and too
saturated, it becomes a bottleneck point that causes transaction response times to increase. The closer
the QR TCB Dispatch / Interval ratio gets to the 90% range and higher, there will be more and more times
where lots of transactions are all ready to run on the QR TCB at the same time. Only one transaction at a
time runs on the QR TCB, while the other transactions just wait. A CICS region whose QR TCB Dispatch /
Interval ratio is too high is likely to experience transaction response time problems and may benefit from
splitting workload to separate AORs.

An ideal range for the QR TCB Dispatch / Interval ratio of a CICS region is 50% or less. At that level of
saturation, the QR TCB will not be a bottleneck, and there is more room for this CICS region to absorb
a spike in workload, or to run during a period of heavy CPU contention without pushing the QR TCB
Dispatch / Interval ratio into the 90% or higher range.

The QR TCB CPU saturation ratio, along with the QR TCB CPU / dispatch ratio is reported in CICS message
DFHDS0102. DFHDS0102 messages regularly report the QR TCB CPU Dispatch ratio and can be used as
an indicator of a potential shortage of CPU resource.

Establishing a measurement and evaluation plan

For some installations, a measurement and evaluation plan might be suitable. A measurement and
evaluation plan is a structured way to measure, evaluate, and monitor the performance of the system.

To set up a measurement and evaluation plan, perform the following steps:

1. Devise the plan.
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2. Review the plan.
3. Implement the plan.
4. Revise and upgrade the plan as necessary.

To use the plan, perform the following major activities:
« Collect information periodically to determine:

— Whether objectives have been met
— Transaction activity
— Resource utilization
« Summarize and analyze the information. For this activity:

Plot volumes and averages on a chart at a specified frequency

Plot resource utilization on a chart at a specified frequency

Log unusual conditions on a daily log

Review the logs and charts weekly
- Make or recommend changes if objectives have not been met.

« Relate past, current, and projected transaction activity and resource utilization to determine if
objectives continue to be met, and whether resources are being used beyond an efficient capacity.

« Keep interested parties informed with informal reports, written reports, and monthly meetings.

A typical measurement and evaluation plan might include the following items as objectives, with
statements of recording frequency and the measurement tool to be used:

« Volume and response time for each department
« Network activity:

Total transactions

Tasks per second

Total by transaction type

Hourly transaction volume (total, and by transaction)
« Resource utilization examples:
— DSA utilization
— Processor utilization with CICS
— Paging rate for CICS and for the system
— Channel utilization
— Device utilization
— Data set utilization
— Line utilization
« Unusual conditions:
— Network problems
— Application problems
— Operator problems
— Transaction count for entry to transaction classes
— SOS occurrences
— Storage violations
— Device problems (not associated with the communications network)
— System outage
— CICS outage time
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Assessing the performance of your system

The following performance measurements can be helpful in determining the performance of a system:
processor usage, I/0 rates, terminal message or data set record block sizes, paging rates, and error rates.

Processor usage
This item reflects how active the processor is. Although the central processor is of primary concern,
37X5 communications controllers and terminal control units can also increase response time if they
are heavily used.

I/0 rates
These rates measure the amount of access to a disk device or data set over a given period. Again,
acceptable rates vary depending on the speed of the hardware and response time requirements.

Terminal message or data set record block sizes
These factors, when combined with I/0 rates, provide information about the current load on the
network or DASD subsystem.

Indications of internal virtual storage limits
These indications vary by software component, including storage or buffer expansion counts, system
messages, and program abends because of system stalls. In CICS, program fetches on nonresident
programs and system short-on-storage or stress messages reflect this condition.

Paging rates
CICS can be sensitive to a real storage shortage, and paging rates reflect this shortage. Acceptable
paging to DASD rates vary with the speed of the DASD and response time criteria.

Error rates
Errors can occur at any point in an online system. If the errors are recoverable, they can go unnoticed,
but they put an additional load on the resource on which they are occurring,.

Investigate both system conditions and application conditions.

System conditions

A knowledge of the following conditions can help you evaluate the performance of the system as a whole:
« System transaction rate (average and peak)

« Internal response time and terminal response time, preferably compared with transaction rate
« Working set, at average and peak transaction rates

« Average number of disk accesses per unit time (total, per channel, and per device)
 Processor usage, compared with transaction rate

« Number of page faults per second, compared with transaction rate and real storage

« Communication line usage (net and actual)

- Average number of active CICS tasks

« Number and duration of outages

Application conditions

Application conditions, measured both for individual transaction types and for the total system, give you
an estimate of the behavior of individual application programs. Gather data for each main transaction, and
average values for the total system. This includes the following data:

« Program calls per transaction
CICS storage GETMAIN and FREEMAIN requests (number and amount)
Application program and transaction usage

File control (data set, type of request)

Terminal control (terminal, number of inputs and outputs)

Transaction routing (source, target)
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« Function shipping (source, target)
« Other CICS requests

Methods of performance analysis

You can use two methods for performance analysis: measuring a system under full production load
(full-load measurement), to get all information that is measurable only under high system-loading, and
measuring single-application transactions (single-transaction measurement), during which the system
must not carry out any other activities.

Because a system can have various problems, it is not possible to recommend which option to use to
investigate the behavior of a system. When in doubt about the extent of a problem, always use both
methods.

Rapid performance degradation often occurs after a threshold is exceeded and the system approaches its
ultimate load. You can see various indications only when the system is fully loaded (for example, paging,
short-on-storage condition in CICS, and so on), and you should usually plan for a full-load measurement.

The IBM Redbooks publication ABC's of z/OS System Programming, Volume 11 contains further
information about performance analysis methods.

Performance analysis: Full-load measurement

A full-load measurement highlights latent problems in the system. It is important that you take the
measurement when, from production experience, the peak load is reached.

Many installations have a peak load for about one hour in the morning and again in the afternoon. CICS
statistics and various performance tools can provide valuable information for full-load measurement. In
addition to the overall results of these tools, it might be useful to have the CICS auxiliary trace or RMF
active for about 1 minute.

CICS auxiliary trace

CICS auxiliary trace can be used to find situations that occur under full load. For example, all ENQUEUE
operations that cannot immediately be honored in application programs result in a suspension of the
issuing task. If this situation happens frequently, attempts to control the system by using the main
transaction are not effective.

Trace is a heavy overhead. Use trace selectivity options to minimize this overhead.

RMF

It is advisable to do the RMF measurement without any batch activity.
For full-load measurement, the system activity report and the DASD activity report are important.
The most important values for full-load measurement are as follows:

« Processor usage

e Channel and disk usage

« Disk unit usage

 Overlapping of processor with channel and disk activity
- Paging

« Count of start I/O operations and average start I/O time
« Response times

 Transaction rates.

Expect stagnant throughput and sharply climbing response times as the processor load approaches
100%.
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It is difficult to forecast the system paging rate that can be achieved without serious detriment to
performance, because too many factors interact. Observe the reported paging rates; note that short-
duration severe paging leads to a rapid increase in response times.

In addition to taking note of the count of start I/O operations and their average length, find out whether
the system is waiting on one device only. With disks, for example, it can happen that several frequently
accessed data sets are on one disk and the accesses interfere with each other. In each case, investigate
whether a system wait on a particular unit could not be minimized by reorganizing the data sets.

The RMF DASD activity report includes the following information:

« A summary of all disk information

« Per disk, a breakdown by system number and region

« Per disk, the distribution of the seek arm movements

« Per disk, the distribution of accesses with and without arm movement.

Use the IOQ(DASD) option in RMF monitor 1 to show DASD control unit contention.

After checking the relationship of accesses with and without arm movement, for example, you might want
to move to separate disks those data sets that are periodically frequently accessed.

Comparison charts
Consider using a comparison chart to measure key aspects of your system performance before and after
tuning changes have been made. A suggested chart is as follows:

Table 1. Comparison chart

Observations to make Run A Run B Run C RunD
DL/I transactions Number

DL/I transactions Response

VSAM transactions Number

VSAM transactions Response

Response times DL/I

Response times VSAM

Most heavily used Number

transaction

Most heavily used Response
transaction

Average-use transaction | Number

Average-use transaction Response

Paging rate System
Paging rate CICS

DSA virtual storage Maximum
DSA virtual storage Average
Tasks Peak
Tasks At MXT

Most heavily used DASD Response

Most heavily used DASD Utilization
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Table 1. Comparison chart (continued)

Observations to make Run A Run B Run C RunD
Average-use DASD Response

Average-use DASD Utilization

CPU utilization

This type of comparison chart requires the use of TPNS, RMF, and CICS interval statistics running together

f

or about 20 minutes, at a peak time for your system. It also requires you to identify the following items:
A representative selection of terminal-oriented DL/I transactions accessing DL/I databases
A representative selection of terminal-oriented transactions processing VSAM files
The most heavily used transaction

Two average-use nonterminal-oriented transactions writing data to intrapartition transient data
destinations

The most heavily used volume in your system
A representative average-use volume in your system

To complete the comparison chart for each CICS run before and after a tuning change, you can obtain the
figures from the following sources:

DL/I transactions: Identify a selection of terminal-oriented DL/I transactions accessing DL/I databases.
VSAM transactions: Identify a selection of terminal-oriented transactions processing VSAM files.

Response times: External response times are available from the TPNS terminal response time analysis
report; internal response times are available from RMF. The “DL/I” subheading is the average response
time calculated at the 99th percentile for the terminal-oriented DL/I transactions you have previously
selected. The “VSAM” subheading is the average response time calculated at the 99th percentile for the
terminal-oriented VSAM transactions you have previously selected.

Paging rate (system): The RMF paging activity report shows a figure for total system non-VIO non-swap
page-ins added to the figure shown for the total system non-VIO non-swap page-outs. This figure is the
total paging rate per second for the entire system.

Tasks: Transaction manager statistics (part of the CICS interval, end-of-day, and requested statistics).
The “Peak” subheading is the figure shown for “Peak Number of Tasks” in the statistics. The “At MXT”
subheading is the figure shown for “Number of Times at Max. Task” in the statistics.

Most heavily used DASD: The RMF direct access device activity report, which relates to the most heavily
used volume in your system. The “Response” subheading is the figure shown in the “Avg. Resp. Time”
column for the volume you have selected. The “Utilization” subheading is the figure shown in the “%
Dev. Util.” column for that volume.

Average-use DASD: The RMF direct access device activity report, which relates to a representative
average-use volume in your system. The “Response” subheading is the figure shown in the “Avg. Resp.
Time” column for the volume you have selected. The “Utilization” subheading is the figure shown in the
“% Dev. Util.” column for that volume.

Processor utilization: The RMF processor activity report.

This chart is most useful when comparing before-and-after changes in performance while you are tuning
your CICS system.

Performance analysis: Single-transaction measurement

You can use full-load measurement to evaluate the average loading of the system per transaction.
However, this type of measurement cannot provide you with information about the behavior of a single

t
t

ransaction and its possible excessive loading of the system. If, for example, nine different transaction
ypes issue five start I/Os (SIOs) each, but the 10th issues 55 SIOs, this results in an average of 10 SIOs

per transaction type. This situation should not cause concern if the transactions start at the same time;
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however, an increase of the transaction rate of the 10th transaction type might lead to poor performance
overall. To investigate this type of problem, you can perform a single-transaction measurement.

Sometimes, response times are good with existing terminals, but adding a few more terminals leads to
unacceptable degradation of performance. In this case, the performance problem might be present with
the existing terminals, and has been highlighted by the additional load.

To investigate this type of problem, do a full-load measurement and a single-transaction measurement.
The single-transaction measurement must be done when no batch region is running, and there must be
no activity in CICS apart from the test screen. Halt the polling of remote terminals.

Measure each existing transaction that is used in a production system or in a final test system. Test
each transaction two or three times with different data values, to exclude an especially unfavorable
combination of data. Document the sequence of transactions and the values entered for each test as a
prerequisite for subsequent analysis or interpretation.

Between the tests of each single transaction, insert a pause of several seconds, to make the trace easier
to read. Use a copy of the production database or data set for the test, because a test data set containing
100 records can often result in different behavior when compared with a production data set containing
100,000 records.

The condition of data sets can cause performance degradation, especially when many segments or
records have been added to a database or data set. Do not measure directly after a reorganization,
because the database or data set is only in this condition for a short time. If the measurement reveals
an unusually large number of disk accesses, reorganize the data and perform a further measurement to
evaluate the effect of the data reorganization.

Single-transaction measurement with only one terminal might not be an efficient tool for revealing a
performance degradation that might occur when, perhaps, 40 or 50 terminals are in use. Practical
experience has shown, however, that single-transaction measurement is usually the only means for
revealing and rectifying, with justifiable expense, performance degradation under full load.

Ideally, carry out single-transaction measurement during the final test phase of the transactions, for these
reasons:

« Any errors in the behavior of transactions can be revealed and rectified before production starts,
without loading the production system.

« The application is documented during the measurement phase, helping to identify the effects of later
changes.

CICS auxiliary trace

Auxiliary trace is a standard feature of CICS, and gives an overview of transaction flows so that you can
quickly and effectively analyze them. From this trace, you can find out whether a specified application is
running as expected.

If you have many transactions to analyze, you can select, in a first pass, the transactions whose behavior
does not comply with what is expected.

If all transactions last much longer than expected, there might be a system-wide error in application
programming or in system implementation. The analysis of a few transactions is then sufficient to
determine the error.

If, only a few transactions remain, analyze these transactions next, because it is highly probable that
these transactions are creating most of the performance problems.

Performance measurement tools

There are a number of tools that you can use to measure performance and to understand where
constraints in the system might develop.

Performance of a production system depends on the utilization of resources such as CPU, real storage,
ISC links, coupling facility, and the network. A variety of programs could be written to monitor all these
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resources. Many of these programs are currently supplied as part of IBM products such as CICS or IMS, or
are supplied as separate products. These topics describe some of the products that can give performance
information on different components of a production system.

The list of products in these topics is far from being an exhaustive summary of performance monitoring
tools, although the data provided from these sources comprises a large amount of information. To
monitor all this data is an extensive task. Furthermore, only a small subset of the information provided is
important for identifying constraints and determining necessary tuning actions, and you have to identify
this specific subset for your particular CICS system.

Consider that there are two different types of tools:

1. Tools that directly measure whether you are meeting your objectives
2. Additional tools to look into internal reasons why you might not be meeting objectives.

None of the tools can directly measure whether you are meeting end-user response time objectives. The
lifetime of a task within CICS is comparable, that is, usually related to, response time, and bad response
time is usually correlated with long lifetime within CICS, but this correlation is not exact because of other
contributors to response time.

Obviously, you want tools that help you to measure your objectives. In some cases, you might choose a
tool that looks at some internal function that contributes towards your performance objectives, such as
task lifetime, rather than directly measuring the actual objective, because of the difficulty of measuring it.

When you have gained experience of the system, you should have a good idea of the particular things

that are most significant in that particular system and, therefore, what things might be used as the

basis for exception reporting. Then, one way of monitoring the important data might be to set up
exception-reporting procedures that filter out the data that is not essential to the tuning process. This
involves setting standards for performance criteria that identify constraints, so that the exceptions can be
distinguished and reported while normal performance data is filtered out. These standards vary according
to individual system requirements and service level agreements.

Often, you need to gather a considerable amount of data before you can fully understand the behavior
of your own system and determine where a tuning effort can provide the best overall performance
improvement. Familiarity with the analysis tools and the data they provide is basic to any successful
tuning effort.

Remember, however, that all monitoring tools cost processing effort to use. Typical costs are 5%
additional processor cycles for the CICS monitoring facility (performance class), and up to 1% for the
exception class. The CICS trace facility overhead is highly dependent on the workload used. The overhead
can be in excess of 25%.

In general, then, we recommend that you use the following tools in the sequence of priorities shown:

1. CICS statistics
2. CICS monitoring data
3. CICS internal and auxiliary trace.

Tuning your system

When you have identified specific constraints, you will have identified the system resources that need to
be tuned. The three major steps in tuning a system are determining acceptable tuning trade-offs, making
tuning changes to your system and reviewing the results of tuning.

Determining acceptable tuning trade-offs

The art of tuning can be summarized as finding and removing constraints. In most systems, the
performance is limited by a single constraint. However, removing that constraint, while improving
performance, inevitably reveals a different constraint, and you might often have to remove a series of
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constraints. Because tuning generally involves decreasing the load on one resource at the expense of
increasing the load on a different resource, relieving one constraint always creates another.

A system is always constrained. You do not remove a constraint; you can only choose the most
satisfactory constraint. Consider which resources can accept an additional load in the system without
themselves becoming worse constraints and causing a performance degradation.

Making tuning changes to your system

The next step in the tuning process is to make the actual system modifications that are intended to
improve performance. You should consider several points when adjusting the system:

Tuning is the technique of making small changes to the system's resource allocation and availability to
achieve relatively large improvements in response time.

Tuning is not always effective. If the system response is too long and all the system resources are lightly
used, you see very little change in the CICS response times. (This is also true if the wrong resources

are tuned.) In addition, if the constraint resource, for example, line capacity, is being fully used, the only
solution is to provide more capacity or redesign the application (to transmit less data, in the case of line
capacity).

Do not tune just for the sake of tuning. Tune to relieve identified constraints. If you tune resources that
are not the primary cause of performance problems, this has little or no effect on response time until
you have relieved the major constraints, and it may make subsequent tuning work more difficult. If
there is any significant improvement potential, it lies in improving the performance of the resources that
are major factors in the response time.

In general, tune major constraints first, particularly those that have a significant effect on response
time. Arrange the tuning actions so that items having the greatest effect are done first. In many cases,
one tuning change can solve the performance problem if it addresses the cause of the degradation.
Other actions may then be unnecessary. Further, improving performance in a major way can alleviate
many user complaints and allow you to work in a more thorough way. The 80/20 rule applies here; a
small number of system changes normally improves response time by most of the amount by which it
can be improved, assuming that those changes address the main causes of performance problems.

Make one tuning change at a time. If two changes are made at the same time, their effects may work in
opposite directions and it may be difficult to tell which of them had a significant effect.

Change allocations or definitions gradually. For example, when reducing the number of resident
programs in a system, do not change all programs in a system from RES=YES to RES=NO at once.

This could cause an unexpected lengthening of response times by increasing storage usage because

of fragmentation, and increasing processor usage because of higher program loading activity. If you
change a few programs at a time, starting with the lesser-used programs, this can give you a better idea
of the overall results.

The same rule holds true for buffer and string settings and other data set operands, transaction and
program operands, and all resources where the operand can be specified individually for each resource.
For the same reason, do not make large increases or decreases in the values assigned to task limits
such as MXT.

Continue to monitor constraints during the tuning process. Because each adjustment changes the
constraints in a system, these constraints vary over time. If the constraint changes, tuning must be done
on the new constraint because the old one is no longer the restricting influence on performance. In
addition, constraints may vary at different times during the day.

Put fallback procedures in place before starting the tuning process. As noted earlier, some tuning can
cause unexpected performance results. If this leads to poorer performance, it should be reversed and
something else tried. If previous definitions or path designs were not saved, they have to be redefined
to put the system back the way it was, and the system continues to perform at a poorer level until these
restorations are made. If the former setup is saved in such a way that it can be recalled, back out of the
incorrect change becomes much simpler.
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Reviewing the results of tuning

After each adjustment has been done, review the performance measurements that have been identified
as the performance problem to verify that the intended performance changes have occurred and to
quantify that change. If performance has improved to the point that service level agreements are being
met, no more tuning is required. If performance is better, but not yet acceptable, investigation is required
to determine the next action to be taken, and to verify that the resource that was tuned is still a
constraint. If it is not still a constraint, new constraints need to be identified and tuned. This is a return

to the first step of the tuning process, and you should repeat the next steps in that process until an
acceptable performance level is reached.

CICS tools to obtain performance data

You can use CICS statistics, monitoring, and trace facilities to gather and monitor performance data to
help you tune your CICS system optimally. Additional sources of information are also listed.

CICS statistics
CICS statistics are the simplest and the most important tool to monitor a CICS system permanently.
They collect information about the CICS system as a whole, without regard to tasks.

For more information, see Introduction to CICS statistics.

CICS monitoring
CICS monitoring collects data about the performance of all user and CICS transactions during online
processing for later offline analysis.

For more information, see Collecting and processing data for CICS monitoring.

CICS trace
For the more complex problems that involve system interactions, you can use the CICS trace to record
the progress of CICS transactions through the CICS management modules.

CICS trace provides a history of events leading up to a specific situation.

The CICS trace facilities can also be useful for analyzing performance problems such as excessive
waiting on events in the system, or constraints resulting from inefficient system setup or application
program design.

For more information, see CICS trace.

Other sources of information

The measurement tools just described do not provide all the data necessary for a complete evaluation

of current system performance. They do not provide information about how, and under what conditions,
each resource is being used, or the system configuration that exists when the data is collected. Therefore,
it is important to use as many techniques as possible to get information about the system. Additional
sources of information include the following:

- Hardware configuration

« VTOC listings

« LISTCAT (VSAM)

- Installed resource definitions

« Link pack area (LPA) map

 Load module cross-reference of the CICS nucleus
« SYS1.PARMLIB listing

« z/0OS Workload Manager (WLM) service definition
« MVS System Logger configuration - LOGR couple data set listing
« Dump of the CICS address space

« TCP/IP Profile data set.
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System management facility (SMF)

The z/0S system collects statistical data for each task when certain events occur in the life of the task.
The System Management Facility (SMF) formats the information that it gathers into system-related (or
job-related) records.

System-related SMF records include information about the configuration, paging activity, and workload.
Job-related records include information about the processor time, SYSOUT activity, and data set activity
of each job step, job, APPC/MVS transaction program, and TSO/E session.

The information gathered by SMF is useful when completing the following tasks:
« Billing users

« Reporting reliability

 Analyzing the configuration

« Scheduling jobs

- Summarizing direct-access volume activity

« Evaluating data set activity

« Profiling system resource use

- Maintaining system security.

For more information, see z/OS MVS System Management Facilities (SMF).

Generalized trace facility (GTF)
GTF is part of the MVS system that you can use to record CICS trace entries.

You can use GTF to record CICS trace entries and use the interactive problem control system (IPCS)

to produce reports. More generally, GTF is an integral part of the MVS system, and traces the following
system events: DASD seek addresses on start I/O instructions, system resources manager (SRM) activity,
page faults, I/0 activity, and supervisor services. Execution options specify the system events to be
traced.

GTF is generally used to monitor short periods of system activity and you should run it accordingly.

The amount of processing time that GTF uses can vary considerably, depending on the number of events
to be traced. You should request the time-stamping of GTF records with the TIME=YES operand on the
EXEC statement for all GTF tracing.

Run GTF at a dispatching priority (DPRTY) of 255 so that records are not lost. If the DPRTY is specified
at 255 and GTF records are lost, specify the BUF operand on the execute statement as greater than 10
buffers.

You can use the following options to get the data that is generally needed for CICS performance studies:

TRACE=SYS, RNIO, USR (VTAM)
TRACE=SYS (Non-VTAM)

Note: VTAM is now known as z/OS Communications Server.

If you need data on the units of work dispatched by the system and on the length of time it takes to
execute events such as SVCs and LOADs, the options are as follows:

TRACE=SYS, SRM, DSP, TRC, PCI, USR, RNIO

The TRC option produces the GTF trace records that indicate GTF interrupts of other tasks that it is
tracing. This set of options uses a higher percentage of processor resources, so use it only when you need
a detailed analysis or timing of events.

No data-reduction programs are provided with GTF. To extract and summarize the data into a meaningful
and manageable form, you can either write a data-reduction program or use one of the program offerings
that are available.
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For further details, see z/OS MVS Diagnosis Tools and Service Aids.

Generalized trace facility (GTF) reports
You can produce reports from GTF data with the interactive problem control system (IPCS). The reports
generated by IPCS are useful in evaluating both system and individual job performance.

IPCS produces job and system summary reports, and also an abbreviated detail trace report. The
summary reports include information about MVS dispatches, SVC usage, contents supervision, I/O counts
and timing, seek analysis, page faults, and other events traced by GTF. The detail trace reports can be
used to follow a transaction chronologically through the system.

Other reports are available that map other data:

« seek addresses for a specific volume

- arm movement for a specific volume

« references to data sets and members within partitioned data sets
« page faults and module reference in the link pack area (LPA).

Before GTF is run, you should plan the events to be traced. If specific events such as start I/Os (SIOs) are
not traced, and the SIO-I/O timings are required, the trace must be re-created to get the data needed for
the reports.

If there are any alternative paths to a control unit in the system being monitored, you should include
the PATHIO input statement in the report execution statement. Without the PATHIO operand, there are
multiple I/0 lines on the report for the device with an alternative path: one line for the primary device
address and one for the secondary device address. If this operand is not included, the I/Os for the
primary and alternate device addresses must be combined manually to get the totals for that device.

Seek histogram report

The seek histogram report (SKHST) can help you find out if there is any arm contention on that volume,
that is, if there are any long seeks on the volume being mapped. It produces two reports: the first shows
the number of seeks to a particular address, and the second shows the distance the arm moves between
seeks. These reports can be used to determine if you should request a volume map report to investigate
further the need to reorganize a specific volume.

Volume map report

The volume map report (VOLMAP) shows information about data sets on the volume being mapped and
about seek activity to each data set on that volume. It also maps the members of a partitioned data set
and the count of seeks issued to each member. This report can be useful in reorganizing the data sets on
a volume and in reorganizing the members within a partitioned data set to reduce the arm movement on
that specific volume.

Reference map report

The reference map report (REFMAP) shows the page fault activity in the link pack area (LPA) of MVS™. This
reference is by module name and separates the data faults from the instruction faults. The report also
shows the count of references to the specific module. This reference is selected from the address in the
stored PSW of the I/O and EXT interrupt trace events from GTF. This report can be useful if you want to
change the current MVS pack list in order to reduce real storage or to reduce the number of page faults
that are being encountered in the pageable link pack area of MVS.

CICS Performance Analyzer for z/0S (CICS PA)

CICS Performance Analyzer (CICS PA) is a reporting tool that provides information on the performance of
your CICS systems and applications, and helps you tune, manage, and plan your CICS systems effectively.

CICS PA can help:
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- System Programmers to track overall CICS system performance and evaluate the results of their system

tuning efforts

« Application Programmers to analyze the performance of their applications and the resources they use

- Database Administrators to analyze the usage and performance of database systems such as IMS and

Db2

- IBM MQ Administrators to analyze the usage and performance of their IBM MQ messaging systems

« Managers to ensure transactions are meeting their required Service Levels and measure trends to help

plan future requirements and strategies

CICS PA provides an ISPF menu-driven dialog to help you request and submit your reports and extracts.
The available reports and extracts are grouped by category:

 Performance reports
— List
— List extended
- Summary
— Totals
— Wait analysis
— Transaction profiling
— Cross-system work
— Transaction group
- BTS
— Workload activity
— Transaction tracking list
— Transaction tracking summary
 Exception reports
— List
— Summary
« Transaction resource usage reports
— File usage summary
— Temporary storage usage summary
— DPL usage summary
— Transaction resource usage list
- Statistics reports
— List
— Alert
— CICS Transaction Gateway
« Subsystem reports
- Db2
- IBMMQ
- OMEGAMON
« System reports
— System logger
 Extracts

— Cross-system work
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Record selection
HDB load
System logger

Statistics

CICS PA also provides a Historical Database (HDB) facility to help you manage the performance and
statistics data for your CICS transactions. SMF data is saved in HDB container data sets that are managed
from the CICS PA dialog. The following types of HDB are available:

« Performance List HDB

A List HDB is built from CMF performance class data. In a List HDB data set, one record represents one
transaction. Typically, List HDBs are used to analyze recent transaction events.

 Performance Summary HDB
A Summary HDB is built from CMF performance class data. In a Summary HDB data set, one record

represents a summary of transaction activity over a user-specified time interval. Typically, Summary
HDBs are used for long-term trend analysis and capacity planning.

« Statistics HDB

A Statistics HDB contains collections of CICS statistics and server statistics and CICS Transaction
Gateway statistics over a specified time interval.

For more information about CICS Performance Analyzer for z/0S, see the CICS Performance Analyzer
documentation.

The CICS PA dialog

You use the CICS PA dialog to create, maintain, and submit your report requests. You can also use it to
specify your input data and tailor requests specific to your requirements without needing to understand
the CMF data.

The dialog requires no special customization or setup. Reporting can commence immediately.
The following steps explain how to use the dialog for reporting.

1. Define your CICS (and other related) systems and their SMF files and log streams. After your systems
are defined, you can start reporting against them. You can fast-track this process by using the take-up
facility. CICS PA extracts information about your CICS systems from your SMF files and makes it
available in the dialog. If you define your own CMF user fields, specify your MCT definition. The user
fields can then be incorporated into your CICS PA reports. The following example panel shows some
CICS systems, a Db2 subsystem, a IBM MQ subsystem, and an MVS Sys